
Homework 9 - Solution

1. Let x1, . . . , xn ∈ R+ and λ1, . . . , λn ∈ R. We have∑
1≤i,j≤n

λiλj min(xi, xj) =
∑

1≤i,j≤n

λiλj

∫ ∞
0

1{s ≤ min(xi, xj)}ds

=

∫ ∞
0

∑
1≤i,j≤n

λiλj1{s ≤ xi}1{s ≤ xj}ds

=

∫ ∞
0

(
n∑

i=1

λi1{s ≤ xi}

)2

ds ≥ 0.

2. • Let X = R and k(x, x′) = xx′.

• Let X = R and k(x, x′) =
√
|x+ x′|. The function k is not a

kernel. Indeed, let x1 = 1, x2 ≥ 0, λ1 = 1, λ2 = −1. Then, for k
to be a kernel, we should have

λ21k(x1, x1) + 2λ1λ2k(x1, x2) + λ22k(x2, x2) ≥ 0.

However, this is equal to
√

2−2
√

1 + x2+
√

2x2, which is negative
by concavity of the square root function.
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3. (a) We have

Err(B) =
n∑

i=1

‖Φ̃B(xi)− Φ(xi)‖2H

=
n∑

i=1

‖Φ(xi)‖2H + ‖Φ̃B(xi)‖2H − 2〈Φ̃B(xi),Φ(xi)〉H

=
n∑

i=1

k(xi,xi) + ‖
m∑
j=1

BijΦ(xj)‖2H − 2〈
m∑
j=1

BijΦ(xj),Φ(xi)〉H

=
n∑

i=1

k(xi,xi) +
∑

1≤j,j′≤m

BijBij′〈Φ(xj),Φ(xj′)〉H − 2
m∑
j=1

Bijk(xj,xi)

=
n∑

i=1

k(xi,xi) +
∑

1≤j,j′≤m

BijBij′k(xj,xj′)− 2
m∑
j=1

Bijk(xj,xi).

(b) The function B 7→ Err(B) is a convex quadratic function. There-
fore, its minimum is obtained by finding where the gradient van-
ishes. The derivative of the map B 7→ Err(B) with respect to a
fixed entry Bij is given by

∂Bij
Err(B) = −2Gij + 2

m∑
j′=1

Bij′Gjj′ = −2Gij + 2(BGmm)ij,

where we use for the last equality that G is symmetric. If B =
Gnm(Gmm)−1, this expression is equal to

−2Gij + 2Gnm
ij = 0.

Therefore, this value of B attains the minimal error.

(c) Let 1 ≤ i, i′ ≤ n. By definition, G̃ii′ = 〈Φ̃(xi), Φ̃(xi′)〉H. This is
equal to∑

1≤j,j′≤m

BijBi′j′〈Φ(xj),Φ(xj′)〉H =
∑

1≤j,j′≤m

BijBi′j′k(xj,xj′)

= (BGmmB>)ii′ .

2



For B = Gnm(Gmm)−1, the matrix BGmmB> is equal to

BGmmB> = Gnm(Gmm)−1Gmm(Gmm)−1(Gnm)>

= Gnm(Gmm)−1(Gnm)>,

where we use that Gmm is symmetric.

(d) Let U = Gnm, V = (Gmm)−1/(λn) and W = (Gnm)>. Then, we
have G̃/(λn) = UVW , and the solution of kernel ridge regression
with feature map Φ̃B is given by

â = (G̃ + λnIdn)−1Y =
1

λn
(UVW + Idn)−1Y.

Also, by using the Sherman-Woodbury-Morrison formula, we have

(Idn + UVW )−1Y = Y − U(V −1 +WU)−1WY.

To compute the last term, we first inverse the matrix (V −1+WU)
(O(m3) operations), then compute the product WY (O(nm) op-
erations), compute the product (V −1 +WU)−1WY (O(m3) oper-
ations), and then eventually multiply by U (O(nm2) operations).
As m ≤ n, the total number of operations needed is O(nm2).

Also, storing G̃ requires to store nm+m2 ≤ 2nm number, which
is much smaller n2 if m� n.
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