HOMEWORK 12 - SOLUTION

1. (a) The first equality on the P-risk holds becaue
Ep((y — f(x))*] = Ep[({fo, %) — f(x) —2)]*

=Ep[((0y,x) — f(x))?] + E[e?] + 2Ep[e((fo, x) — f(x))]
= Ep[((60,x) — f(x))?] + 0% + 2Ep[]Ep[({f0, x) — f(x))]
=Ep[({f0,x) — f(x))*] + 0%,

where we use the independence of € and x.

To find the Bayes predictor, we have to find f that minimizes
Rp(f). Introduce the function g,(z) = ((fy, ) — 2)? + A2%. One
can write Rp(f) as

Ep[gx(f(x))] + 0.

To minimize this quantity, we choose f(z) as the minimizer of
g, for every x. One can check that this minimizer is equal to

(x,00/(1+ N)).

(b) We have
Ry = Ro(f7)
— Ep({f,x) — <190T7’;>)z] Efﬁ?;;i |, o
— Epl{60,x)" ((1 )t /\)2> e
— Ep[(60,%)’] 8:1?2 -2
= Ep[(80, %)) + 0



To conclude, we compute

Ep[(@o, X>2] = EP[QJXXTeo]
= 0, Ep[xx"]6,
= 03 Idafo = ||60]|*.

(c) This directly follows from the equality Ep[(6,x)?] = ||0]|?, that
holds for every 6 € RY. We apply this identity to # and 6 — 6.

2. Let (x1,¥1),---,(Xn,¥n) be a sample of n i.i.d. observations from dis-
tribution P.

(a) The Hessian of the function is equal to 2(\ 4+ 1)Idy. The function
is therefore a-strongly convex for o = 2(A 4 1).

(b) One can also write Rp(fy) as
Ep[(o — 0,%x)°] + A0]]* + o*.
The gradient VR p(fy) is equal to
2E[x(f — 6y, x)] + 2)0.
One can write y; = (6p, xi) + ;. Therefore,

Vi = 2Xi(<Xi, 9> — yi) + 200
= 2Xi<Xi, 0 — 90> — 2Xi5i + 2)0.

As Elg;] = 0 and ¢; is independent from x;, the expectation of
this quantity is VRp(fp), that is v; is an unbiased estimate of

VRe(fo)-
(c) Tt holds that (using the inequality ||a + b||* < 2||a||* + 2||b]|*)

E(|lvi[|?] < 8E[||x;((xi,6) — yi)[|*] + 8A*[|0]”
= SE[||xi]|*((x1, 8) — y1)?] + 8A?[|0]|*
< SMPE[((x;,60) — yi)?] + 82%]|6]*
= 8M*E[({x3,0 — 00) — ;)] + 8)\2||0]?
= 8M*(E[((x;,0 — 60))°] + E[¢7]) + 8X7|10]%,



where we use the fact that ¢; is centered and independent from
x; at the last line. It holds that E[e?] = 0% and that E[({x;,0 —
00))?] = [|0 — Bo||*> < 4R?* (because both 6 and 6, are in B(0; R)).
We obtain the final bound

E[||v;i||*] < 8M?(4R* 4 o*) + 8\*R?

One can therefore apply stochastic gradient descent with projec-
tion on B(0; R) using the vectors (v;). Theorem 1.5 in the lec-
ture notes can be applied with p = 8M?(4R? + ¢%) + 8\*R? and
a = 2(A+1). According to this theorem, after n steps of stochastic
gradient descent, the output 0 will satisfy

logn
Ro(fo) — Rjp < A—>

m
where A depends on the constants M, R and X\. The time complex-

ity of this method is in O(dn): there are n steps, and computing
a single v; requires O(d) operations.



